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21st Century National Security Challenges

David S. Alberts

Dr. David S. Alberts is currently Director of Advanced Concepts, Technologies, and
Information Strategies at the Institute for National Strategic Studies, National De-
fense University. This assignment includes responsibility for the School of Informa-
tion Warfare and Strategy and the Center for Advanced Concepts and Technology. He
also serves as the executive agent for the DOD Command and Control Research Pro-
gram. Dr. Alberts has over 25 years of experience with all phases of the design, de-
velopment, and evaluation of innovative, state-of-the-art computer systems, including
expert, investigative, intelligence, information, and command and control systems.
His government career has included policy and management responsibility for the in-
troduction of technology into operational environments, functional analysis including
process reengineering, and system acquisition and design. Dr. Alberts has also worked
extensively to evaluate the contributions of both government and industry computer
systems to the organizations and missions they support. He frequently contributes to
government task forces and workshops on systems acquisition and evaluation. His
academic career has included professorial rank posts at New York University and the
City University of New York. He received a B.B.A. in Statistics from the City Col-
lege of New York, and an M.S. and Ph.D. in Operations Research from the Univer-

sity of Pennsylvania.

Oettinger: As usual, I need not go into
details because you’ve read Dr. Alberts’ bi-
ography. I will just say that it’s a great
pleasure to have him here because of my
long-standing personal collaboration with
him and also with his institution. His will-
ingness to come out of his way on shorter
notice than usual is greatly appreciated.
With that, I turn the floor over to him. He
has agreed to be interruptible with ques-
tions as he goes along.

Alberts: Thank you. Tony asked me to
start off by just telling you what I do for a
living. I run what’s known as the Ad-
vanced Concepts, Technologies, and In-
formation Strategies bunch over at the Na-
tional Defense University. That includes the
School of Information Warfare and Strat-
egy, which basically has now evolved into
a majors program for candidates who go to
the National War College (NWC) or the In-
dustrial College of the Armed Forces
(ICAF), as well as a lot of outreach pro-
grams for senior DOD civilians and military
officers. We also have a very large research
program, by university standards, which is

175

funded by OSD (Office of the Secretary of
Defense). We undertake initiatives in what
we could call basic research, which would
include things like learning better ways of
developing indicators and measures of suc-
cess for command and control programs
and systems, learning how to better repre-
sent command and control in modeling
simulations, and things like that. We also
have a futures initiative where we look at
the future of national security more
broadly. Last year we expanded our les-
sons-learned group. They are actively en-
gaged in looking at Bosnia at the moment,
and prior to that, they looked at Haiti and
Somalia. We have an in-house consulting
group that works closely with joint agen-
cies, organizations, and CINCs and helps
them improve their exercises, do long-
range planning, address issues related to in-
formation warfare, command and control,
and the like. We’re also involved in devel-
oping the implementation plan for Joint Vi-
sion 2010." So, we’re sort of a full range

' Joint Vision 2010 is described as “the conceptual
template for how America’s armed forces will



from everything from academics to basic
and applied research to consulting for DOD
clients.

Occasionally we get special assign-
ments from various officials. These three
books actually represent special requests.
Dominant Battlespace Knowledge*
stemmed out of a request by Admiral
Owens to answer the question, “If we had
(what he called at the time) total situation
awareness, what difference would it
make?” That was the first question. The
second book® reflects a request from Dr.
[John] White, who is the current Deputy
Secretary of Defense. He wanted some-
thing that would explain the challenges re-
lating to defensive information warfare in
such a way that it would educate govern-
ment officials outside the national security
community, and engage them in a dialogue
to sort out a federal position on this issue.
The third* came out of a request by the
Chairman [of the Joint Chiefs of Staff],
who is very concerned about information
being separated from the chain of command
and what the impacts on the battlefield
might be. Therefore, I undertook a study
that resulted in this book on unintended
consequences.

We have the luxury of being out of the
in-box of the Pentagon and protected by
academic freedom, so we can say things
that other people can only think, which is
useful particularly when you want to think
about a future that may be very different
than the present.

What I thought I would do today is try
to touch upon four subjects that I thought

channel the vitality and innovation of our people
and leverage technological opportunities to achieve
new levels of effectiveness in joint warfighting,”
Chairman of the Joint Chiefs of Staff, Joint Vision
2010. Washington, DC: Joint Chiefs of Staff,
1996.

? Stuart E. Johnson and Martin C. Libicki, eds.,
Dominant Battlespace Knowledge. Washington,
DC: National Defense University Press, 1995,

> David S. Alberts, Defensive Information Warfare.
Washington, DC: National Defense University
Press, 1996.

* David S. Alberts, The Unintended Consequences
of Information Age Technologies. Washington,
DC: National Defense University Press, 1996,
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represented significant national security
challenges (figure 1). Tony told me this is a
really bright group and that I could basi-
cally draw about eight hours down into 45
minutes and you could easily absorb it.

Leveraging information technology
Managing unintended consequences
Defending against information warfare
Moving beyond past successes

Figure 1
National Security Challenges

The first one deals with leveraging in-
formation technology, which is essentially
at the heart of the debate embodied by the
Quadrennial Defense Review. The battle
centers around the balance of investments
in technology versus readiness versus force
structure. You all know the knapsack
problem from mathematics: there’s only so
much you can fit in and something is going
to be left behind; the question is, “What?”
Managing unintended consequences (the
second subject) is about the problem of
people, attitudes, time, and tools changing,
how an organization has to cope with that,
and what the implications are for DOD. The
next (third subject) is about the challenges
associated with information warfare (TW). I
use IW as a metaphor for a whole set of
new national security challenges. The
fourth and last subject for today is sort of a
reflection upon the nature of DOD and what
we have to do in order to get a handle on
the problems posed by the first three.

Remember, you can interrupt at any
time. My teaching career began in the
1960s, and I’'m used to interruptions.

Oettinger: With or without Molotov
cocktails.

Alberts: At any rate, advances in technol-
ogy really can have an impact on both the
capabilities of the force and on command
and control (figure 2). They also introduce



« Available information

» Dynamics of
dissemination

« Decision making

and Control

Vulnerabilities

Collaboration
Crammandd % Force

Advances in Technology

« Standoff

» Stealth

« Precision

Potency (lethality)
Maneuver
Logistical economy

Capabilities

Concepts of operation
Doctrine
Organization

« Force structure
Education and training

Figure 2

Technology and Traditional War

a new set of vulnerabilities that we have to
deal with. If you look at the kinds of things
that technology can do in terms of force ca-
pability, it, for example, can give us
stealth, standoff, and precision. It makes us
a lot more lethal when we want to be. In
terms of its impact on information, it
changes the nature of the information that’s
available, and it changes the whole dynam-
ics of the dissemination process: who’s
going to get information, when they’re go-
ing to get it, and what forms they’re going
to get it in. So, it has a significant impact
on decision making.

Given the coalition nature of many of
our operations, the effect that technology
has on the ways people collaborate to get
their job done really affects how we might
approach coalition command and control.
My basic premise is that if you change your
approach to command and control, then
you’re going to desire a different set of
force capabilities. If you change either of
these, then you’d better take a look at your
concepts of operation, your doctrine, your
organization, your force structure, how you
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educate and train, the kinds of people you
want to recruit, et cetera, if you’re going to
make it work.

Now, 90+ percent of our attention in
DOD is devoted to what I choose to call
“the perfection of traditional warfare”
(figure 3). I have come to the conclusion
that our ability to perfect traditional warfare
is really a function of our ability to under-
stand our environment. If you remember,
we have been concerned with the fog and
friction of war since the beginning of time.
I have always felt that fog and friction were
an integral part of warfare, and still are, but
there comes a point where you can reduce
them sufficiently so that you’re in a differ-
ent kind of decision-making environment,
and the nature of your options changes.
You get into what I call the simple deci-
sions, where you’re basically selecting
among a set of known options as opposed
to having to generate options to deal with
your lack of understanding or your tremen-
dous degree of uncertainty about the prob-
lem. Instead of wasting a hell of a lot of
time and resources on preparing for a




intelligent agents in the form of software

» Our ability to perfect traditional that can translate a commander’s intent into
warfare depends upon the degree to something people can understand with re-
bl s U L U O LT spect to their assignments and their jobs
achieve better situation awareness. (which is certainly doable these days), then

+ Fog, uncertainty, and chaos you can reduce the possibility of misunder-
- Will always be present on the standings and hence reduce friction. Also,
battlefield if you’re not moving people around as
~ Differ by type and significance much, you reduce friction that’s inherent in
— Are relative movement.

We have moved from the notion of
“total situation awareness” to “‘dominant
battlespace knowledge” (DBK) because just

— Are manageable
- Expected improvements in CYISR offer

usan ?Pportunity to knowing about something has no particular
— Significantly reduce the fog of war value (figure 4). If you see a chessboard,
— Reduce the friction in war (more you know where all the pieces are, and you
effective management) know the capabilities of all the pieces, but if
you’re a lousy chess player, it doesn’t
Figure 3 make any difference. You can probably be
Perfection of Traditional Warfare beaten by someone who has a far less clear
view of that chessboard, but understands
the game a lot better. So the value of im-
proved situational awareness derives from
whole bunch of contingencies, none of being able to translate that into what I call
which may happen, you can now focus “option dominance.”
your attention on the things that are most How do you do that? If you understand
likely to happen. That’s a direct result of the situation, and can act (as we say)
your being able to “see the battlespace.” “inside the enemy’s decision loop,” you're
able to see the punch coming before it actu-
Oettinger: How much do you really be- ally starts, and even if it’s on its way, you
lieve that? Because I have some doubts
about what you just said.
Alberts: This is the basic premise that un- + Improved situation awareness has no
derlies Admiral Owens talking about the intrinsic value in and of itself.
200-nautical-mile cube and the RMA. + Value derives from parlaying this
improved awareness into dominant
Oettinger: So this is not you. battlespace knowledge.
— Starts with improved situation
Alberts: This is what I call the perfection awareness
of traditional warfare, or the logical exten- — Continues with improved understanding
sion of increasing our reliance on tech— of the battlefield
nology, particularly information technol- — Concludes with achieving option
ogy. The argument is that you’ve got a dominance
200-nautical-mile cube. You can see eve- « Resources constrained environment
rything of importance on the battlefield, and demands
it becomes a question of getting the sensor- ~ Allocation
g;t;hooter link. So, we have that opportu ~ Scheduling
Friction is really about telling people ~ Orchestration
what they ought to be doing and getting
them to do it. Clearly, if you have better Figure 4
communications with people, and you have Dominant Battlespace Knowledge (DBK)
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can be agile enough to counter that in some
fashion. As long as you maintain the ability
to operate with that kind of agility, you can
always choose the time when you want to
fight, the place where you want to fight,
and the circumstances under which you
fight. So, you can basically dominate, in a
game-theoretic sense, any option that
you’re faced with.

Clearly, there are resource problems
that have to be dealt with. I remind you of
the notion we’re talking about: that if you
had a hologram on this table of the 200-
nautical-mile cube, you could see every tar-
get in it, and you could destroy any target
in that space any time you wanted. So, for
example, there would be no need for close
air support, because you would be able to
see in plenty of time where the enemy was,
what the projection of his weapons was,
and when any of your forces were in dan-
ger, and either avoid that or call in strikes
before the people on the ground actually
knew they were in danger. So it changes
the kinds of functions that you concentrate
on, and it gives you the ability to react in
real time to the battlespace.

What does knowledge of the battlespace
buy you (figure 5)? It’s pretty linear

Effectiveness
+ Concentration on high-value targets

Kill fleeting targets and critical targets
at the right time

Integrate IW into plans and operations
Mass firepower vs. massing forces
Develop better options

Avoidance of fratricide, politically
sensitive targets, collateral damage

Efficiencies

» Reduced force structure

+ Fewer munitions

+ Fewer reserves

Reduced logistics

Fewer contingencies to consider
Streamlined organizations

Figure 5
Value of DBK
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thinking at this point. Again, you’ve got a
bunch of targets on the battlefield, not all of
which have the same value, so what you
really want is only to kill the ones that are
of high value. That value changes dynami-
cally, so it’s not like we’re just following
command lines or anything like that. There
is one particular target that at a given point
in time is the most valuable of that set of
targets. It could be the difference between
hitting a bridge after the enemy has already
crossed it, or too soon, so that the enemy
can take an alternate bridge, or while
they’re committed and on the bridge. The
name of the game is to hit the high-value
targets when they have high value (to us).

We want to kill fleeting targets, things
that are moving around, and we need to get
better at this. We need to better integrate in-
formation warfare into our plans and op-
erations because, since we will have a bet-
ter understanding of what the adversary’s
intentions are, we will be able to employ
deception and disruption of his communi-
cations, et cetera, in ways that are far more
effective.

The value of dominant battlespace
knowledge also extends to the ability to
mass firepower rather than people or mate-
riel, so that stealth and everything come
into play there. But stealth and precision
guidance don’t mean anything unless you
know where the targets are.

There has been a trend where intelli-
gence is located in weapons systems. The
earlier effective precision guided weapons
were laser designated. They required a per-
son aiming this laser in the terminal phase
at the target, and thus it kills with great pre-
cision. Then, because we didn’t want to
have to worry about people being there (in
close), we moved the intelligence and put it
into the weapon itself. The projectile does
terrain following, and it can recognize
things like decoys and terrain features, and
it goes where you tell it to go. That’s pretty
smart. Both of those things are highly ex-
pensive. The second is, however, far more
expensive than the first.

We’re now moving to a world in which
we’re taking virtually all the intelligence the
other way, out of the weapon. Except for
its ability to navigate to a specific spot on
the face of the Earth, the weapon will have



little smarts. We’re putting all of the intelli-
gence into what we call a C*ISR (com-
mand, control, communications, comput-
ers, intelligence, surveillance, and recon-
naissance) system, which basically spends
its time deciding what places on the Earth
need to be taken out. So intelligence capa-
bilities are no longer being associated with
a particular weapon, but with a system as a
whole. I think we learned our lesson after
we developed fairly inexpensive weapons,
such as Stinger surface-to-air missiles and
things like that, and then gave them all to
the Afghans to shoot down Russian stuff.
Now we worry where the hell they all are.
If all the intelligence is in our C*ISR sys-
tem, we know where that is.

Dumb weapons, which anyone can de-
velop out of Radio Shack technology, that
can take you to any point on Earth with
GPS (Global Positioning System) are now
plentiful, low cost, and highly accurate. So
we can mass our firepower. Obviously, if
we have the luxury of knowing what the
enemy is up to, and can see it unfolding,
there are certain physics involved that give
us an opportunity and the time to develop
better options than if we didn’t understand
all that. Equally obvious, if we know
where everything is on the battlefield, we
don’t have to worry as much about fratri-
cide or collateral damage. It doesn’t deal
with ID problems when hospitals and
command centers are commingled and
things like that, but if we move beyond tra-
ditional warfare to IW and things like that,
we may be able to deal more surgically with
those kinds of issues. So, it will obviously
increase our effectiveness enormously if we
can get this kind of knowledge.

The efficiencies are equally attractive, if
not more so, because that’s where the
budget crunch is. You don’t need as many
people as you did before because you're
not going places. Only the weapons are
going places. You don’t need as many mu-
nitions if they’re smarter, and if you’re
picking out the high-value targets. You
don’t have to kill 10 targets to get the one
you’re looking for. You don’t need re-
serves because you know what’s happen-
ing. You don’t need to have this group
standing by for some imaginary feint be-
cause you see it.
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Logistics obviously reduces across the
board when you don’t need as many people
and munitions. There are fewer contingen-
cies to consider; therefore, that saves a lot of
time and effort. The organizations are not
really streamlined as a function of this, but
are forced to be streamlined because the in-
formation sort of flows downhill like water,
and you can’t afford to dam it up at the kinds
of places in the organization where it gets
dammed up now. Otherwise, it never gets to
the shooter, and if the information doesn’t
get to the shooter, it’s no good. So it’s now
going directly from sensors to shooters in
ways that were unimaginable a few years
ago.

This chart gives you a simple little ex-
ample (figure 6). It sort of shows you that
weapons still count, and that there’s a syn-
ergy between the intelligence of weapons
and your ability to do command and con-
trol. P(k), probability of kill, is nice if it’s
one. It’s not nice if it’s zero. Right now, if
you assume that you don’t have any com-
mand and control (and for this example,
command and control means you tell people
what to do—where to shoot, what to shoot
at, what the priorities are, and stuff like
that), even though your weapons get better,
you’re not getting a lot of incremental im-
provement because you’ve just got to kill
indiscriminately. If your command and
control improves (I was generous and put it
up considerably from none at all) and if you
can sort out to some extent the preferred
targets versus the ones you don’t care to
bother with, then you obviously get greater
incremental improvements in the total value
of the targets you destroy as your weapons
improve. If you’ve got optimal targeting, if
you really understand what’s on the battle-
field, then every shot counts. Therefore,
you get an enormous marginal improve-
ment as your weapons get better.

These tend to reinforce one another, so
it’s not a trade-off in the traditional sense
between command and control and good
weapons. The trade-offs come in other ar-
¢as. So it would not make sense to sacrifice
money on intelligent weapons, when the
real advantage comes from the combination
of the intelligence and the precision of the
weapons system.



- P(k)s of our weapons
~ Our ability to prioritize targets

« We can bound the impact of DBK on targets killed as a function of:

With perfect C2

Value of Targets
Destroyed

{optimum targeting)

Current G2

No G2
{random targeting}

Pik)

9

+ Ultimately, the value of DBK will depend on the degree to which we take advantage of the
opportunities provided by changing the way we fight.

Figure 6
Potential of DBK

What does all this mean? It means that a
great deal of the grunt work associated with
the battlefield gets eliminated (figure 7).
The commander doesn’t have to worry
about feeding the troops. That’s taken care-
of. He doesn’t have to worry about his di-
vision going off in the wrong direction. He
doesn’t have to worry where his people
are. He doesn’t have to worry about where
the enemy is. All of those worries get re-
duced significantly, giving him more time
for some thought about the strategic impli-
cations of the conflict, and more creativity
can result. You have flattened organization
structures, which gives you an opportunity
to reduce response time.

Automated decisions become possible
now. Machines are really good at making
decisions where there is not a hell of a lot
of uncertainty. They can deal with uncer-
tainty, but it takes a very intelligent expert
system to deal with uncertainty. It takes a
very simple computer program to deal with
deterministic problems, such as route
scheduling, target prioritization, deconflic-
tion of airspace, and all those things in
which the facts are known. Those pro-
grams work really well, much better than
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people, so you're going to see a lot of deci-
sions in the future that are made automati—
cally without people thinking about them.

« Strategic/macro assumes greater
importance

Commandars freed to be creative
Flattened organizational structures

+ Automated decisions largely replace
staff work

Increased span of control made
possible by automated information
flows

Increased dependence on “intelligent”
software

« Emphasis on communications
connectivity vs. bandwidth

Global vs. local optimization

Commanders need greater
understanding of technology

-

Figure 7
impact of DBK




If anyone here has ever generated an air
tasking order, you know that is a night-
mare, and it takes a long time to do it. In
the future, it’s going to take a lot less time.
In fact, we hope it will be done on a con-
tinuous basis without the intervention of
people, so that you can fly where you want
to fly and not worry about bumping into
somebody else, or being shot down by
your own troops. So that tends to help by
increasing tempo and flexibility.

Obviously, given these sets of circum-
stances, you can control a much broader
segment of the battlefield as an individual.
However, this also makes you dependent
on all this stuff. Therefore, you’ve got to
make sure it works. You’ve got to under-
stand what its foibles are, and what you do
if it doesn’t work or if you’re subject to in-
formation attacks. It places the emphasis on
getting a message to everybody. Intelligent
processing capabilities will be distributed
everywhere. If you go out now to see the
Marines play Hunter Warrior in California,
they’re carrying around little Newtons, and
through a little antenna in their helmet, their
position and things they’re thinking about
get transmitted automatically back to head-
quarters. The bandwidth doesn’t have to be
enormous if you understand how to com-
press that, but the connectivity is important
because you want to make sure that every-
one gets the word.

The last point is that obviously we need
commanders who understand technology;
otherwise, they’re not going to trust it,
they’re not going to use it, and in fact, they
may misuse it. So those are some of the
implications of just trying to perfect tradi-
tional warfare along linear lines.

A lot of people are scared by that. They
would actually prefer to slow down the rate
of change in these technologies, They don’t
understand computers that well. They are
very uncomfortable with the fact that the
people whom they command have more in-
formation than they do, that they may know
things that they don’t know, that they’re
not sure exactly what they’re thinking. It’s
a whole different world. Traditionally, all
information came from above, and it was
shaped and filtered and passed on to shape
the cognitive space of the soldiers. Of
course, you had doctrine, which is like
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preloaded information in people’s minds.
The idea was that you didn’t want them
doing anything unexpected. You wanted
them to behave in ways that you would
hope that they behave. So, this is kind of a
scary world.

I'basically keep sending the message
across that you can’t stop the world and get
off (figure 8). It’s just not going to happen.

» We can not stop, slow down, control
the information explosion or prevent
unintended consequences; therefore
our challenge is twofold:

- Anticipate negative repercussions and
take steps to avoid them and/or
minimize their impact

- Recognize and capitalize on
unexpected opportunities

Figure 8
The World Won't Stop

Whether you like it or not, this technology
is out there. People are thinking in ways
that they didn’t think before. People will
find ways to get the job done outside the
formal structure if they have to. If you look
at Desert Storm, one of the great pictures
from Desert Storm is a soldier with one
knee on the desert ground with a laptop, his
gun sort of on the side and the laptop right
there, and he’s playing with his laptop.
Now, that laptop is not a normal issue lap-
top. Those guys brought it because they
found that it was useful and they were used
to using them. In Bosnia, people showed
up with everything imaginable. Of course,
there were viruses running rampant through
all that stuff—all, to our knowledge, per-
fectly innocent in the sense that there was
no concerted Serb attack on our PCs.

But the point is that people are bringing
the tools to their job that they’re used to
dealing with, whether they’re standard is-
sue or not. One is not going to be able to
stop that. So, what you have to do is start
anticipating what the possible consequences
of that are, and try to take steps either to
avoid those or to mitigate the damage when
it occurs. That’s a different way of dealing
with the situation than is traditional.



I'll now focus on potential unintended
consequences. Here are some of the con-
cerns that are valid to worry about (figure
9). The first concern is that, given the
amount of information that’s available, isn’t
it possible that the garbage will drive out
the good information? If you get on the In-
ternet, and you ask a question about any-
thing, you’re going to get an enormous lot
of junk. You’ve got to sort out the good
stuff from the not-good stuff, not only in
quality, but also in what’s useful to you in
whatever job you're trying to do. Clearly,
we’re not used to dealing with the amount
of information that’s currently available.
We haven’t had a lot of practice in it. But
this is something that’s got to be a require-
ments issue in the military. People can’t
sort of go off and say, “Gee, I’'m going to

» Nonessential information could swamp
critical information.

— First and foremost, this is an
information requirements issue.

- Next, a system design issue.

— Finally, a testing, education and training
issue.

- Individuals need to create their own
"information domain.”

« Sophisticated presentations could
obscure vital information and/or mask
the absaence or poor quality of data.

~ Improved presentation (visualization)
techniques neaded.

— Also, see above issues.

» Uncertain information quality and/or
integrity could lead to a loss of
confidence.

— Re: integrity — defensive IW measures,
including embedded IW assessment
decision aids

- Re: quality — fusion, decision aids, and
presentation issues

— Re: loss of confidence — education and
training issues

Figure 9
Nature and Availability of Information
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plug into my database back home and
whatever I think of I can get a handle on.
And, oh by the way, they’ll send me up-
dates of all my little profile items.” That’s
not going to work. People have to start
spending a lot more time thinking about
what they really want, what they would do
with it, and experiment with it to get a bet-
ter understanding of how to leverage that
information,

Oettinger: Could I stop you there? Stop
me if I'm anticipating something that you
were going to do in the natural course of
your talk. But it seems to me there’s a
countervailing phenomenon that gets you
hanged afterwards if you follow literally the
advice you’'re giving here. That is: How
come you overlooked it? It’s the sort of
Pear]l Harbor syndrome. You get court-
martialed the way Admiral Short and Admi-
ral Kimmel did, because in hindsight it be-
comes clear that there was a good bit of in-
formation out there, and you, in pursuing
this perfectly sensible recommendation
you're making, neglected it. Therefore
you’re derelict in your duty, et cetera.

Alberts: There are two choices here.
There’s an alpha error and a beta error. If
you don’t take this approach, you’re guar-
anteed to fail because you’re never going to
find the needle in the haystack. Your likeli-
hood of extracting what you really need
goes down dramatically. If you take this
approach, you increase the possibility that
you’re going to overlook something or
dismiss it before you even consider it, and
that subjects you to second-guessing and
those kinds of things.

It’s got to be a cultural thing. There
have got to be norms of behavior that are
expected, and that are all part of the doc-
trine. If the doctrine says, “Filter this way,”
and you do it, you don’t have to worry
about retribution. If the doctrine is silent,
then you’re in a constant dilemma, and if
you keep waiting to try to get all the avail-
able information, your window of opportu-
nity to act 18 going to go by, and again,
you’re going to doom yourself. So, it’s just
a question of good training and experience.



Often, decision makers tend to procrastinate
too long, and so they have no options left.

Student: Can you tell me the working
definition of “information” you’re using?

Alberts: Are you talking in terms of
“data,” “information,” “understanding,” or
“knowledge”?

Student: Yes. The phrase “nonessential
information” struck me being sort of self-

_contradictory if you define information in
certain ways.

Alberts: Yes, I use the term very loosely.
If you’re saying that if it’s nonessential
then it’s clearly just irrelevant data, back-
ground noise, and not good. “Information”
implies that it has certain utility. Is that
what you’re driving at?

Student: Yes.

Alberts: I just used the word loosely. Ba-
sically, it could be nonessential for the task
you’re doing right now, but important for
the task 10 minutes from now. The point is
that when you were in an information-
starved environment, you were grasping at
straws to get whatever you could. Here you
will be in an environment in which you’ll
have a lot of information, and your job is
different. You’ve got to sort out what those
essential ingredients are as quickly as pos-
sible and not get distracted. So that’s the is-
sue.
The second bullet basically says that the
presentations people are putting together are
very sophisticated. They are the result of
fusion of information from multiple sources
and the result of analytic activities that give
you not the raw information, but processed
information. That’s a very different thing to
start to look at than what people heretofore
have been used to looking at, which is ba-
sically relatively unprocessed information,
and relatively simple presentations of what
you have. People are going to have to get
used to that. Inside the total package could
inadvertently be that gem of a fact that you
don’t get because the presentation glosses
over it, or averages it with something else.
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Oettinger: Yes, or you just plain don’t
understand it, which was sort of the situa-
tion in the Stark and Vincennes incidents.

Alberts: Those, among other things, they
attributed to bad displays, and they’ve
changed the displays.

Student: One of the questions about proc-
essing the information, as far as fusion is
concerned, is that the later it is, the more
layers it goes through before the informa-
tion is actually fused, and the less likely
that you gain that situation awareness
you’re looking for. Does a lot of thought
go into battlefield fusion, single-platform
fusion, or would something like a unit that
would actually take in more than a single
source of information because they had that
situation awareness and could do a short-
time later real-time fusing of information be
tactically useful?

Alberts: I think people are thinking about
that in a number of ways. One is clearly to
get national asset information down to the
tactical level directly in real time. I was just
talking to an Air Force guy the other day
who reported to me that he actually got
chewed out by a senior officer for getting
imagery onto an F-16 cockpit in an experi-
ment. The senior officer said, “What the
hell would an airman need that for?” Now
that they have the capability to do it, people
are experimenting with that. Of course, the
issue is that it’s hard to fuse at a tactical
level, because that means that you’ve got to
bring the sources in from so many different
places. Each has its own time constants,
and the intelligence and processing power
needed locally would be very large.

So, obviously one has to balance that.
If the only job of that F-16 is to shoot a tar-
get, and the pilots just have to know the
nature of the target and where it is, then
clearly all that other stuff is not relevant as
long as somebody else is watching out for
the safety of that aircraft, and making sure
there are no threats to it. If the pilots didn’t
have to worry about that, then they could
concentrate on the task at hand. Then
there’s always the argument, “Why have an
F-16 with a pilot in it, which costs so much



money, when all you want to do is get that
target? There are other ways to do it.” All
those kinds of debates are going on, and
they all relate to human processing of in-
formation when it’s necessary versus
automated processing, and when you fuse
and take the time and when you don’t.

Oettinger: You just said the magic word:
balances. You know my fanaticism about
that. He’s thrown out more balances to be
thought about in just the last five minutes
than all the speakers in the rest of the se-
mester combined. I’m grateful to you, sir.

Alberts: We’re not used to this,

This is an interesting chart on dynamics
of dissemination (figure 10). Studies have
shown that the same information provided
to people in different orders leads to differ-
ent conclusions. That’s really scary stuff.
Especially since in the battlefield everyone
is now going to be free to reach back to the
United States or other resources and get in-
formation that they think is relevant to their
job. This means that higher-level command
posts aren’t going to know what their sub-
ordinates know or what they don’t know,
and in what order they got the information.
It puts a real premium on making sure that
there’s a common perception of the situa-
tion. Obviously, that’s something one
needs to work. I’ve got more of that in the
little books.” In the interest of time, I’11
move through and just pick out one or two
in each one.

Decision making is an issue-rich envi-
ronment (figure 11). The great fear on eve-
rybody’s part is that the other guy’s going
to do the wrong thing. You think, “Gee,
my boss is going to give me hell! He’s go-
ing to look over my shoulder, he’s going to
see everything I see, and he’s going to be

* David S. Alberts, Defensive Information Warfare
and The Unintended Consequences of Information
Age Technologies (see notes 3 and 4); Martin C.
Libicki, Defending Cyberspace and Other Meta-
phors. Washington, DC: National Defense Univer-
sity Press, 1997; Harlan Ullman et al., Shock and
Awe: Achieving Rapid Dominance. Washington,
DC: National Defense University Press, 1996,
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- Asynchronous information arrival
could confuse and distract.

— Education and training needed to
avoid pitfalls,

— Doctrine nesded to ensure consistent
treatment of information.

— Display techniques needed to assist in
assimilating new information.

- Decision aids needed to focus
attention on essential information.

+ Information imbailances could hamper
commonality of perception.

~ Distributed collaborative tools needed
to promote commonality of perception.

» Real-time automated review could
have a chilling effect on subordinates.

— New version of old problem

— Doctrine and associated education and
training needed to reinforce good
management practices.

+ Uncontrolled or unanticipated use
could degrade systems.

- Policy, doctrine, and procedures re:
use

~ Network tools needed to apply
adaptive controls,

- Design for robustness—just in case

Figure 10
Dynamics of Dissemination

second-guessing me constantly.” Now
that’s a fear. By the same token, the boss
could say, “Gee, this guy knows as much
as I do. He’s going to be second-guessing
me all the time. I will be telling him to do
this, and he’s going to say, “‘Why’d you
decide that?"” So, everybody’s got to get a
better understanding of what their roles are,
and what their jobs are, and not do other
people’s jobs. The military actually is pretty
good at that. Other organizations and in-
dustry tend not to be, but since the middle
management has been squeezed out of most
organizations, these problems have sort of
gone away.

Oettinger: I don’t know whether that was
an optimistic or pessimistic statement.



« Superiors micromanage, subordinates
second guess.

~ Organization, doctrine, and training to
ensure good management practices

- Media spotlight affects performance.

— Training needed to acclimate
individuals to “fishbowl™ environment.

» Collective wisdom stifles innovation
and tactical brilliance.

— Command and control approach and
training to encourage leadership

» Lack of tradlitional coordination
impacts decision quality.

— Collaborative planning and decision
aids to provide feedback and red
teaming of daecisions

+ Desire for near-perfect information
delays decisions.

~ Doctrine and training to improve
decision-making skills
« Fallure to accept expert systems leads
to underutilization,

— Early user involvement in system
development and acquisition and
training to provide understanding and
confidence in these systems

- Expert systems are not adequately
tested.

- Operational assessment needed to
assess these systems properly,

+ Automated systems fail to recognize
their own limitations.

— Research, design, testing and doctrinal
safeguards needed to prevent failures.

Figure 11
Decision Making

Alberts: Middle management really is no
longer necessary in many organizations. Of
course, vulnerabilities are all over the
place—everything from somebody being
able to disrupt, spoof, destroy, or delay in-
formation (figure 12). If you’re dependent
on information, then it becomes something
that you have to start protecting and devel-
oping backup plans for in case it doesn’t
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Sophisticated equipment will be
captured and compromised.

— Security features, doctrine needed to
prevent exploitation of lost equipment.

» Increased reliance on COTS increases
vulnerabilities.

- Defensive IW plan, design and
acquisition strategy needed to
minimize exposures.

+ Grawing sophistication increases
threat.

— Same as above

Difficult to detect penetration and Its

consaquences.

— Embedded defensive IW decision aids
needed for detection and evaluation of
attacks.

» Cost of a single penstration can be

very high.

- MEII, damage control techniques
needed to contain damage.

MEIl = minimum essential information infrastructure
Figure 12
Vulnerabilities

come across. If you’re used to getting
along with nothing, then you’re used to op-
erating that way, but since the whole phi-
losophy of how cone’s going to approach a
battle is going to change, it becomes even
more important to make sure that the as-
sumptions, the foundations, upon which
this new approach rests are realistic and
stable.

It is surprising how few exercises are
done in the military that play information
warfare against themselves. In effect, what
they’'re doing is saying that, “We’re going
to assume that all this stuff works. Now
we’re going to learn how to use it.” That’s
clearly a first step. Obviously, you have to
learn how to use it when it’s available, but
it’s equally important to learn what you're
supposed to do when it’s not available, and
that step we haven’t taken yet. This is
clearly something that we’re going to need
to put a lot of stress on, at least in raising
people’s awareness of this.



There’s a tendency not to want to screw
up an exercise because you get criticized for
it. Until there’s a general understanding that
that’s not screwing up the exercise—that is,
in fact, what the exercise is all about—
people are going to be reluctant to do these
kinds of things.

This all has implications for design and
acquisition (figure 13). There are lots and
lots of things here. We’ll go through some
of this a little bit more when we talk about
information warfare. Clearly, one of the
major things about design and acquisition is

- Traditional T&E approach mismatched
to needs

- Holistic, integrated, operationally
otiented process needed to expedite
fielding of capabilities.

DOD capabilities to fill COTS gap

diminishing

— Focused, coherent research programs
neaded to avoid shortfalls

Adversaries will improve their C2
disproportionately by exploiting COTS

— Need to study competition and
incorporate results in MCP concept
and system design

= Inadequate resources allocated for
post-deployment “Q&M”

— Life cycle planning needed to ensure
adequate resources,

Ability to maintain continued
interoperability with evolving COTS
components

— Nead reengineering for acquisition
approach — COTS Cotps

Readiness impaired during transition

— Mission-based strategies need to
phase in new approaches

Commercial capabllities may not be
available to the extent required due to
global compatition (e.g., bandwidth)

— Backup, degraded mode contingency

" plans, training, and realistic exercises
needed to ensure continuity of
operations

Figure 13
C2 Design and Application
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that, given the profound change in the na-
ture of the job and how you’re going to do
it, it doesn’t make any sense to assume that
you know everything you want your sys-
tems to do five years before they get deliv-
ered. So obviously, you're going to have to
take heed of the advice of those of us who
have been advocating evolutionary design
and acquisition systems, where you learn
and you test as you go along, and you
make appropriate adjustments.

Each and every one of those possible
problems has a remedy, and if you look at
all the remedies and look across them, you
come down (not very surprisingly) to these
things (figure 14). You obviously have to
educate people and organizations and train

+ To address each spacific concern,
attention must be focused upon one or
more of the following:

~ Education and training

— Doctrine and concepts of command/
operation

— Technical requitements
— System design
— Organization

« Acquisition reform, particularly T&E, is
a prerequisite for success.

« Research is needed for selected
remedies.

Figure 14
Nature of Remedies

them to deal with this new thing called in-
formation. You have to teach them how to
operate in an information-rich environment.
You have to teach them how to operate
when that environment’s degraded. You
have to come up with new concepts and
new doctrine to deal with it. Obviously, if
you’ve introduced a new information sys-
tem and now you have a guy who was
supposed to make a decision, who no
longer has the best information available
because someone else has it, then somehow
that decision authority has got to change,
otherwise you’ve got some really dysfunc-
tional aspects to your organization, Obvi-



ously, research is needed because I need to
have a job, but also because we don’t know
the answers to these things.

This chart just deals with the fact that
no one remedy can totally address any of
these problems (figure 15). You're going to
have to orchestrate and coordinate reme-
dies. When you change the organization,
there’s an implication for doctrine and
training, et cetera,

A number of remedies are neaded to
address each concern.

Remedies must be coordinated with
one another.

Remedies must be integrated with
existing structures and processes.

Integrating remedies may require
changes Iin existing structures and
processes.

Close collaboration among
responsible communities needed.

Figure 15
Orchestrating Remedies

Oettinger: May I stop you, because you
made (rather lightly, I thought) an earlier
statement about the disappearance of middle
management. I see here a recipe for reintro-
ducing sort of new kinds of middle man-
agement that will be called orchestrators or
remedies integrators and so forth. There are
an awful lot of simple-minded notions
about the “information revolution,” which
neglect the magnificent set of considera-
tions that David has put in front of us here.
He’s giving us a beautiful checklist, and if
you guys take nothing else away from this
course, save these foils, because they put
you 10 light years ahead of most folks in
the private sector, as well as in the military,
who never come near thinking in such de-
tail and such exquisite precision about the
issues that arise in what others tend to
lightly wave their hands at.

Alberts: In the next couple of slides, I'm
sort of going to talk about how we will in-
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troduce change into DOD. The words have
evolved a little bit since these slides were
made. Clearly, you need an approach that
allows you to coordinate a coherent set of
remedies to these problems (figure 16).

* We need a process to facilitate the
close collaboration raquired to put
together a coherent set of remedies
and integrate them into existing
structures and processes, making
necessary changes to these structures
and processes.

« When structures and processes are
tailored to accomplish specific
mission(s) they can be thought of as
mission capabillity packages.

+ A mission capability package
coordinates all the slements needed to
field an operational capability
successiully.

Figure 16
Approach

The real challenge is that those remedies
are the province of different people. There
is no one in charge. At the very highest
level there is, but they’re worried about
other things. But at the working level, the
people who do doctrine are not the people
who buy systems. People who buy sys-
tems are not the people who educate our
military and our civilians. So, you have all
these people who are more or less inde-
pendent stovepipes who have to get to-
gether somehow in order to get something
done, which, of course, doesn’t happen. I
was faced with the problem of trying to in-
vent a process that was going to make a lot
of people unhappy by impinging on their
freedom of action. I think we’ve actually
succeeded in doing it.

Oettinger: I don’t believe that you're still
alive! -

Alberts: They’re not aware of it yet. What
we decided to do is what we’ve now called
basically the “coevolution” of all these con-
siderations—the simultaneously iterative



changes to doctrine, organization, culture
(if you will), systems, information flow,
devolution of responsibility, weapons ca-
pabilities, and everything all at the same
time. We call them mission capability pack-
ages (figure 17).

Basically, if you came on the scene a
few years ago, the way technology was in-
serted into military organizations was quite
simple. The technologists would come up
with these great new ideas, and they would
go out and demonstrate them and get people
to say, “Yes, that’s pretty good stuff.”
Then they’d ask people in the operational
world, “Do you like this stuff?” and they’d
say, “Sure. It can help me do my job, so 1
think it’s a great thing.” What they meant
by that is, “I could do my job exactly as
I'm doing it today, but a little bit better. In-
stead of taking the paperwork and going
over to another office, I can now send an
e-mail over there. Of course, I still have the
23 steps to process the paperwork, but now

it can be done faster. I like that.” That’s the
way they did it. Never once did that person
in an operational job think ahead to say,
“Gee, if I only had this, I could change
how I approach my job. Let me go talk to
the technology people and see if maybe
they could actually give me this.” Those
kinds of conversations never took place.

So the idea was to go back and create a
collaborative process by which we would
bring people who wrote doctrine, people
who thought about organizations, educa-
tors, and technologists together and say,
“Look, first we’re going to give you a
briefing by the technology people. They’re
going to tell you what they’ll have available
10 years from now. This is what they can
do for you. Now, you can say, ‘I don’t
need that stuff,” or you can say, ‘Well, I
sort of need that stuff, but I really would
like this instead,” and then a conversation
starts.”

Missions

Technology
1

Force

structure

« Analysis

= Wargaming
» ATDs

» JWIDs

« Models

and control

Doctrine

= Exercises

Technology |./

* Experiments

« Simulations

N Doctrine —————g
development

Command —
reorganization

> _ Mission
Education ————= | —3» Capability
Training e—————— Package

Systems ———3
-/ development

requirements

User Feedback and Evaluation Resulls ~€—————

Concept Concept Concept
Development Refinement Implementation
ATDs = Advanced Technology Demonstrations
JWIDs = Joint Warrior Information Demonstrations
MCP = Mission capability packages Figure 17

Mission Capability Packages
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Admiral Cebrowski® and Anita Jones
(she was here last week) started a thing
called ABIS—Advanced Battlefield Infor-
mation System. I don’t know if she talked
about that. But the notion, and this is just a
start, is to get the operational community
and the technical community together to
think about the future. What is the battle-
field going to look like? Who are the ene-
mies going to be? What are their capabili-
ties? What can the technologists bring to the
table? Then they can develop a concept
about how you’re going to do that, and
start, at least on paper, to do it.

Let’s just assume that the technologists
deliver what they say they will deliver, and
then see if it resonates well with people. If
it does, we’ll do some analyses and see if
this is really feasible—order of magnitude
kinds of things: can we afford to do this, is
it really going to work, et cetera. We’d start
going through a whole bunch of things be-
fore you get to the point where you actually
have the technology to demonstrate, be-
cause when you finally have it there, then
we need people who thought about it, who
will now use it in a way that’s different
from the way people do it today. So we
would go through this process.

Now, what does that give you? It gives
you an opportunity to see what the unin-
tended consequences are, because you're
now playing with it in advance (figure 18).
You can say, “Gee, if we do this, Joe over
here has got to make this decision. He
doesn’t have the right information. It’s all
on paper, it’s all in test beds, it’s all in
models. Now all I have to do is sit down,
hit a couple of keystrokes, and the person’s
got the right information, and we try it
again.” So you learn all of that before it’s
cast in concrete.

It’s sort of like the Boeing 777 design.
Tony said he was going to get all the tapes
for future classes. If you haven’t seen that

¢ VADM Arthur K. Cebrowski, Director, Com-
mand, Control, Communications, and Computer
Systems (J-6), Joint Staff, 1994-1996. See his
presentation, “Command and Information Sys-
tems,” in Seminar on Intelligence, Command and
Control, Guest Presentations, Spring 1996. Cam-
bridge, MA: Program on Information Resources
Policy, Harvard University, January 1997,
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+ Unintended consequences can be
successfully managed by Introduction
of change via mission capability
packages.

- Remedies cluster around education,
training and doctrine and require
acquisition reform and research.

» Start thinking and talking about the
future in terms of mission capability
packages.

- Figure 18
Summary

series of tapes on their design development
process, you should, because it shows how
they revolutionized design in building air-
planes. They undergo a similar process. In-
stead of the mechanic finally walking in and
wanting to put in the rudder assembly and
finding that it’s blocked by the fuel line,
that’s all done by computer a long time ago.
Three-dimensional graphics, CAD/CAM
(computer-aided design/computer-aided
manufacturing) programs, all sorts of intel-
ligent software looks at how this plane’s
going to be built before it’s actually built,
and identifies conflicts and things like that.

Oettinger: That raises some other inter-
esting and unresolved questions. I men-
tioned over lunch a former student, Matt
Bencke, who is now with Boeing, who
also did a book on U.S.-Soviet space and
the cooperation and competition.” He gave
a talk a couple of months ago at the Russian
Research Center here, and it precipitated a
discussion with the assembled Sovietolo-
gists. A propos of it is this: Russian design
doctrine in the aerospace business is very
different from ours. That is, we have a long
tradition of doing paper designs, of which
this 777 thing is just a culmination. What
they would do is make six of the damn
things, and if three of them crashed, big

" Matthew J. von Bencke, The Politics of Space: A
History of U.S.-Soviet/Russian Competition and
Cooperation in Space. Boulder, CQ: Westview
Press, 1997,



deal! You’ve got three others still working,
and you’re ahead of the game because now
you have a proven design. You’ve got
working models. From the discussion
around the table it was not clear, given the
high cost of software and the high cost of
modeling, et cetera, that the paper design
technique was necessarily and also eco-
nomically or operationally better than mak-
ing six or seven of the darn things, and ...

Alberts: ... skipping the design phase.

Oettinger: Well, yes, or a much lighter
design phase and much more emphasis on
making the actual things and making your
mistakes on the real thing and crashing a
few of them.

Student: Don’t you think that’s partially
cultural, though? If Boeing made six 777s
and three of them crashed, no one would
buy them. But if Tupolev made them,
Aeroflot was going to have them because it
was required.

Qettinger: You’'re absolutely right. I'm
simply pointing out that you have to step
back and say that this is not necessarily the
only way to do things. This is only one ex-
ample, under one set of cultural circum-
stances, when an alternative proved quite
competitive in many ways. Among other
things here, we’re now buying Russian
ejection seats. They’ve got the best darn
gjection seats in the world, and they were
not produced by Boeing Corporation. I
don’t know how many people fell head-
first. One has to be careful. People on bicy-
cles do run rings around us, occasionally.

Alberts: I think that we’re going to find
that the software tools will decrease in cost.
Building a 777 just to see if it works is go-
ing to be far more expensive than that. But
we’re doing this playing with something
not as simple as the 777. These are com-
plex adaptive systems, because there are
lots of people with different perspectives
and different agendas, et cetera.

The other point is that all of these guys
have sort of been in the process. In the old
days, they’d test it and then they’d say,
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“Let’s field it,” and then the doctrine people
would be starting from ground zero. No-
body ever heard of this thing. Nobody
knew what to do with it. Here, the doctrine
guys have been in since its inception. So in
order to get doctrine out on the street, it’s a
lot easier than if they finally came in and
just saw that. They’re not exactly your
most forward-thinking elements of your
organization, necessarily, although some-
times they are. Sometimes you can get
lucky and the doctrine people are way
ahead of the rest of the force. The point is
that they should be with the whole process.
You end up with an implementation phase
that goes much faster, and you get some-
thing that we call a coherent package where
everything sort of meshes and works well
together, and you have less likelihood that
some unintended consequences can come
up and bite you.

The other thing that I didn’t mention,
which is equally important, is that there are
going to be opportunities to do things in
ways one never thought of, and it’s a good
idea to identify those in your early stages
rather than in the late stages. They will have
implications across the board. This chart
(figure 18) basically just says that you can
manage it, and you should manage it using
this sort of integrating approach. It’s not
managed from above, which isn’t going to
work really well, but it’s a collective effort.

Student: Sir, a question about that exact
point. If those mission capability packages
are the unifying vision that gets all these
disparate communities together, who de-
cides what mission capabilities are neces-

sary?

Alberts: Regarding Joint Vision 2010, we
have a Joint Vision 2010 working group,
and their job is to do the implementation
plan. Earlier this week, I presented them
with the vision for their long-range plan-
ning approach. Basically, it’s very similar
to this chart (figure 17). The notion is that
they’re going to take different missions and
assign them to different people who will
have responsibility for carrying out that
mission. That designated person will then,
obviously, have to pull together a team that



has the doctrine component, the technology
component, and all of that, and be respon-
sible for putting them together.

The way we force that, if you want to
use the word “force,” is that we’re creating
milestones on the implementation plan that
show that they have achieved a certain op-
erational capability, not that they’ve dem-
onstrated some technology or other. We’re
sort of forcing the milestones to be some-
thing that either has to be a proof of con-
cept, or a demonstration, or an achievement
of a capability. We're going to the end and
saying, “We're going to measure you based
upon your putting together this package.
We’re not going to measure you on pieces
of the package.” In effect, you’re delegat-
ing, but you’re also giving them guidelines
for how they’re going to pull that together.
So, it’s sort of managed, but it’s not.
That’s the way the Joint Staff works.

Student: But somebody in the Joint Staff
is saying, “These are the seven mission ca-
pabilities we want.”

Alberts: Oh, yes, the Chairman’s going to
say that. The Joint Staff is going to assign
it, but they’re not going to tell them how to
do it. For example, there are four of what
they call “enhanced operational concepts™:
focused logistics, full spectrum dominance,
precision engagement, and full-dimensional
protection. That’s one dimension of a cube
(figure 19). Another dimension of this cube
is all the things I just talked about: the mis-
sion capability package. So you have a
cube in which you have the elements in the
mission capability package; you have those
four things that are in Joint Vision 2010;
you have the mission spectrum which goes
from nuclear war through MRCs (major re-
gional conflicts) to operations in peace.
Then there’s information superiority, which
is the foundation of all.

To make a long story short, you can
slice up this cube in lots of different ways,
and whichever way you slice it up has im-
plications for what you have to connect to
later on. But if you take a slice out of this
cube, then you’ve got another shape, and

Mission Capability
Package (MCP) Elements

Nuclear War

Mission
Spectrum

Figure 19
Creating an MCP
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that shape has a PERT (program evaluation
and review technique) chart associated with
it. If you do that for all those different ele-
ments you will have this hierarchy of
PERTs, and through that there is going to
be the Chairman’s integrated path with
critical milestones that will, hopefully, be
strategically selected so that they measure
the results of mission capability packages
rather than the components. Every year
there might be 12 of these events, and what
that means is that the communities respon-
sible for the pieces know they have to work
well and play well together in order to get
there. Everything—Congress, the Chair-
man, and everyone else—is going to be fo-
cused on that. It’s not that there is a direct
line of authority and all these guys are be-
ing smooshed together, but their objective
function is being managed. That’s got a
chance of success.

There are still a lot of arguments at the
meetings. People don’t argue about this
stuff; this makes logical sense to them.
What they argue about is the relationship
between overseas presence and dominant
maneuver and stuff like that. All that is very
abstract. If they start to have to focus on
specific things, like “Here is your scenario,
these are how many targets you’re going to
have to engage, this is how you’re going to
have to get the forces deployed, this is how
you’re going to have to do it,” obviously,
that implies that they need an organization
designed to accomplish that as efficiently as
possible. They have to develop the doctrine
to go along with it. They need to train the
people. They need to get the systems in
place, or at least, in the early stages, pos-
tulate what those capabilities are. So they’re
being forced to integrate intellectually
across that space in order to play in the
game.

Hopefully, it will work. It’s just too big
an organization, with too many institutional
sets of culture and inertia to sort of use the
heavy hand of dictatorship to get it done. It
just doesn’t work.

Qettinger: By the way, I think that what
Dr. Alberts is saying is an interesting indi-
cation of progress. If you go back a couple
of years to Admiral Owens’ presentation
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here at this seminar,® I think you’ll find
statements to the effect that one of the aims
in overstating somewhat (to my taste) the
Revolution in Military Affairs, et cetera,
was to stimulate this kind of thinking. In
that respect, you’re starting off with a very
traditional, hidebound view. The notion
that such discussions are now taking place,
presumably with more or less real people
out of the services and so on, is a signifi-
cant mark of progress.

Alberts: Look, it took 18 months to get
Joint Vision 2010 out of the building, and
that’s just a piece of paper. It would be nice
to focus people’s attention on doing real
things.

Student: It sounded as if the four proc-
esses you identified that are going to allow
us to set up 2010 are all things that are al-
ready being done, but being made more ef-
ficient—maneuver, logistics. Are those
where those people are coming from to
make these agreements?

Alberts: I told you that 90 percent of the
efforts focus on perfecting traditional war-
fare in that sense. I don’t agree with that,
but that’s the fact. But if they can do it this
way, then they may find out that they can
do it with a lot less resources than they
think.

Student: The people who are in these
groups are coming out of those functional
organizations in the services?

Alberts: Oh, yes, absolutely. For instance,
the J-4 is getting responsibility for focused
logistics.

Student: So, if you were to make a group
like this for information warfare, strategic
attacks that you can make with your infor-
mation systems, whom would you pull?

¥ William A. Owens, “The Three Revolutions in
Military Affairs,” in Seminar on Intelligence,
Command and Control, Guest Presentations,
Spring 1995. Cambridge, MA: Program on Infor-
mation Resources Policy, Harvard University,
January 1996,



Alberts: That’s a very good question. At
the moment, the J-6 would do the defensive
side, the J-3 would do the offensive side,
and the J-2 would support both of them, I
guess. But they’re not thinking that way
yet. We haven’t gotten to that point.

They just took command and control
out of this chart (figure 19). My earlier
charts had it. But command and control and
information superiority were two things
that went around, and that’s because I
wanted to stress the importance of com-
mand arrangements, one of my favorite
subjects. I guess that people felt that that
gave J-6 too much power, so they sort of
got rid of the command and control, and
they just call it information superiority
now, which is a ubiquitous term that eve-
ryone can live with. But the notion that you
would take something as vital as command
away from the J-3, and turn it over to some
wireheads, is something that makes their
blood run cold. That sick notion about
J-6’s comm guys is also out there and has
to be dealt with.

This is a good lead into the next section
of the talk, which is about information war-
fare. It’s also a good lead in because what I
worry about is not information warfare per
se, but nontraditional threats.

My concern is that there are other
threats to national security that are far more
likely and just as devastating as the more
traditional one. Digital warfare is one of
those things (figure 20). It’s not the only
one, but it’s one that I think has a lot of
characteristics that it shares with 21st cen-
tury kinds of threats.

My feeling is that if we put all our eggs
in one basket—tanks, ships, planes, and
things that blow up—we’re going to have
the equivalent of the Maginot Line, which
can be flanked with the speed of light, and
we’re not even going to know it. Digital
war has all the wonderful characteristics of
what we’re seeking to achieve in traditional
warfare. You can’t think of any attack that
would provide us with less warning than an
information attack. We might get some
strategic warning, but we’re not equipped
to deal with that in the intelligence commu-
nity really well, although we’re trying to
catch up. You certainly can’t see electrons
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The 21st century may see a new form of
strategic warfare.

~ Many of the same objectives as before,
but a diﬂerent_way of going about it

— Reliance on traditional concepts of
operations and weapons may be 21st
century Maginot Line

Characteristics of “digltal war”

— Little warning, low-cost info bullets
(PGMSs), ultimate in standoff and stealth,
no "forced” entry

— Loss of sanctuary

~ Traditional military response
unacceptable/inefiactive

— Perception of vulnerability may exceed
actual damage

Figure 20
“Digital War”

massing at the borders. If you did, you
wouldn’t know whose electrons they were,
anyway.

The bullets are really low cost. Think
about a computer program. Once you de-
velop it, it reproduces itself ad nauseam for
virtually no cost. Can you imagine some-
body inventing a way to produce one tank
and sort of have it grow, like in “Fantasia™?
That would be just an incredible thing. So
an information attack doesn’t cost much.
Standoff is great. You can be anywhere. I
was at a meeting a couple of weeks ago
where NSA was showing us new ways to
attack systems, and it’s pretty much fun,
right? (Actually, they were showing us old
ways. They didn’t show us the new ways.
They were just demonstrating that there are
well-established ways to do it.) But you
can do it literally from anywhere, and the
traces are almost nonexistent. People are
working on that now, but it’s not like you
see the lock’s been forced. You can’t see a
digital attack if it’s done well. So, we’ve
got some real problems.

Student: Doesn’t that somehow tweak the
perception of dominant battlefield knowl-



edge? That reduces it to sort of visual
domination.

Alberts: Yes, that’s always a problem.
Admiral Owens always kept talking about
the 200-nautical-mile cube and targets. You
could only infer intentions, and all of this
stuff that’s less readily seen was not envi-
sioned. Clearly, you can see somebody’s
command network, not only physically but
also from its emanations and things like
that. You can do traffic analyses. There are
all sorts of things you can do. It just makes
it harder and harder and harder. What’s one
message versus another message unless
you’re actually able to read the message?
That’s why we’re really up tight about the
whole encryption stuff. We don’t want
messages going around we can’t read. It’s
inevitable, but we’re really trying to be
what’s-his-name with his finger in the dike
on this. It’s just not going to stop it. But
that’s why we’re concerned.

Oettinger: It’s the little Dutch boy. Did he
have a name?

Student: I don’t think so.

Alberts: There is a great deal of skepticism
about how real information warfare is,
what people can actually do to each other,
and whether or not anyone really intends to
do this to us (figure 21).

This is really funny. After I was a pro-
fessor, I took a job with the Lindsay ad-
ministration® and ended up in the police de-

partment. So I saw both sides of the 1960s.

In any event, my feeling was that that’s
where I learned means, motives, and op-
portunity and all of that because I got to re-
organize the detective branch. Those exist,
and there’s no question about it. The means
are there. The motives are everywhere. Our
vulnerabilities are so bad that the opportu-
nities for real havoc exist, and it’s getting
worse.

Now, when I face someone who really
pushes me to the wall and says, “Well,
have the North Koreans done anything to

* John Lindsay, mayor of New York from 1966 to
1973.

195

» IW attacks are a fact of life:
significance being debated.

+ Technically feasible “strategic” threat
axists.

— Means, motives and opportunities
exist,

— Well-planned, coordinated attack
could
= thwart foreign policy, degrade
military performance

» damage economy, undermine faith
in government

« Cannot wait for “validated” strategic
threat (e.g., smoking keyboard) to
take prudent actions.

- Reactive solutions only encourage
more attacks and are expensive.

— Proactive approach is needed.

Figure 21
Current Situation

the South Koreans yet? Do you know what
they’re going to do?” of course I say, “No,
but I think it would be somewhat imprudent
not to sort of assume that they could do
things that we would not be happy about.”
But I'm really thinking not about today, but
about 10 or 15 years from now. I'm think-
ing about the increasing complexity of our
infrastructures, particularly our information
infrastructure and the command and control
capabilities that are built on it. With this in-
creasing complexity there comes a certain
amount of chaotic behavior. I don’t know
how many of you have studied complexity
theory and all that. It’s probably worth an
hour of your time to get a quick primer on
what complexity theory is, and what chaos
is all about, because it’s kind of relevant to
a lot that will be happening over the next
couple of decades.

In any event, without someone getting a
handle on those, we could be in trouble.
We could be our own worst enemies by
putting together systems that have inherent
instabilities in them that we don’t discover
until something goes wrong. We’ll be
committing acts of information warfare on
ourselves. So, the very actions we take to
prevent systems from spinning out of con-
trol, and to let them recover from damage
of various kinds, regardless of whether it



occurs inadvertently or not, are the same
kinds of things we would do to protect our-
selves against an adversary. So, it seems
we have more than one reason to start to
pay attention to this.

Student: Couldn’t there be a flip side to
that? As the systems become more and
more complex, that bullet about making a
well-planned, coordinated attack also be-
comes much more difficult in terms of de-
fining the intelligence to achieve the objec-
tive of degrading military performance or
damaging the economy.

Alberts: There is a difference between
complexity and interdependence. What's
happening is that they are getting complex
in the sense that we don’t understand it.
That’s true. The argument goes that we’re
doing this so that our adversaries can’t un-
derstand it either, and there is all this re-
dundancy and that brings along a certain
amount of robustness.

The truth of the matter is, the complex-
ity is coming from the interdependencies
among all these systems and between sys-
tems of one infrastructure versus another.
The infrastructures that run telecommunica-
tions and power have interrelationships.
We could be pretty good in telecommunica-
tions, but if the power grid goes down,
we’re in trouble. We didn’t figure out that
there are relationships between those two,
and that’s because there are things called
SCADA (supervisory control and data ac-
quisition) systems, which underlie all of
these infrastructures. They are information
systems unto themselves, and they talk to
each other and everything gets related. For
example, the power systems are dependent
on the telecommunications system to keep
in balance and all that kind of other stuff. If
one got hit, the other could go down. If
you don’t have the power, you’re not going
to have the information systems to try to re-
constitute them.

Now, we really don’t understand this,
but (and I’m not saying this as.a joke) we
have a presidential commission that is
looking at the interrelationships among in-
frastructures and their vulnerabilities. It’s
called the President’s Commission on Criti-
cal Infrastructure Protection.

196

Oettinger: Established by Executive Order
13010.

Alberts: I understand your arguments both
ways, but I think that I would come down
on the side that complexity will lead to oc-
casional catastrophic failures unless the de-
sign is properly done to isolate different
parts of that system from the effects that
occur in other parts. You're all too young
for this, but when I was in graduate school,
the whole power grid on the East Coast
went down. Nobody expected that. It was a
cascading effect of events.

Oettinger: There’s a good account of it in
a paper by Sid A’Hearn.'

Student: Basically, you're saying that
complexity is going to make defense more
difficult than it is targeting for offense. You
would be able to find these cascading nodes
offensively fairly easily, but understanding
what the effect of the cascade is defensively
may be fairly difficult to do.

Alberts: I don’t think I’m saying it makes
either offense or defense more difficult. It
makes us more vulnerable to inadvertent
events causing problems. Now, it may or
may not make it more difficult for the of-
fense. If you think about it, it actually
makes it easier for the offense. All they
have to understand is first-order kinds of
things, and they could hit a series of things
that get some synergy going and cause us
all sorts of problems. If you thought it out,
you could do a lot of damage.

Student: But you wouldn’t have much
understanding of exactly how much dam-
age you’re going to do.

Alberts: That’s right, and that’s another
issue that we’ll get to. Not only won’t the
enemy know how badly they’re going to

1% Francis W. A’Hearn, “The Northeast Power Fail-
ure and Lyndon B. Johnson: An Interview with
Donald F. Hornig, June 30, 1983,” Incidental Paper
1-83-3. Cambridge, MA: Program on Information
Resources Policy, Harvard University, October
1983,



hurt us, we’re also not really going to
know. The real damage is going to be psy-
chological to some extent, and not actual.
Whenever I go on a trip, I hear my dear
colleague Martin Libicki on CNN or
something, and he’ll say things like,
“Washington shuts down every time we get
three inches of snow.” We can deal with
that. The truth of the matter is that we all
understand a snowstorm. We’re not going
to run to the bank and take our money out.
But if these kinds of attacks are not handled
well by the government, it will lead people
to believe that the government is not able to
provide a reasonable set of conditions un-
der which we can prosper, and that’s going
to create all sorts of tensions.

At any rate, what I’m saying is that I do
not want to wait for Pearl Harbor to occur.
A digital Pear]l Harbor is the thing I hear
people wringing their hands about in the
Pentagon, “Well, nobody understands this.
We're just going to have to wait.” That’s
pretty self-defeating. It’s going to happen.
It’s a question of being prepared.

Student: If we’re so woefully unprepared
to fend off or even to notice this sort of at-
tack, what’s the rationale for increasing our
dependence on software systems for our
own defense and for offense? If we're
talking about dominant battlespace knowl-
edge and giving these incredibly enormous
computer programs a great deal of intelli-
gence and really a great deal of responsibil-
ity, doesn’t that seem sort of counterpro-
ductive if these very same computer
programs are so vulnerable?

Alberts: That’s a good question. First of
all, not everyone believes or accepts that
they are as vulnerable as I'm implying they
could be (or they are, actually). That’s one.
The second thing is what I said about
progress. That’s going to occur. People
will continue to depend on these things.
Now, there have been incidents where tens
of millions of dollars have been lost, sto-
len, embezzled—hundreds of millions a
year, even billions a year, if you add up all
the IW-related damage that occurs—but it’s
absorbed within a larger economic institu-
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tion. The only large institution that has ad-
mitted the problem is Citibank, and they
have an expensive program underway to
deal with that. The others, I think, are
working on it, but there’s a problem. They
don’t want to admit they have a problem,
because if they admit it customers may not
trust them anymore.

In national security you have the same
kind of problem. We don’t know how bad
it would be because we’ve never suffered
such an attack. We don’t really have a good
handle because we never even exercised
attacks like this. But it’s clear that the mili-
tary doesn’t have its own infrastructure
isolated from the society as a whole, and
$0, it depends on other systems. Ninety-
five percent of all communications goes
through commercial switches and satellites
and all that kind of stuff. The emergency
response stuff, the logistics to get us from
wherever our stuff is to ports and onto
ships and out of here, is mostly commercial
infrastructure. For that reason, it could un-
dermine our ability to deploy troops.

Oettinger: Ninety-five percent is not acci-
dental. In the Soviet Union, the military
networks were very carefully segregated
from the civilian, and the political conse-
quences of that are a whole other matter.
So the intricacies of the choices that need to
be made here and the balances to be struck
have major ramifications in a number of di-
rections.

Alberts: We sort of did information war-
fare to Iraq to a large extent in the more tra-
ditional notion of counter-command and
control and stuff like that—C>W.

The really scary part is that you can
have attacks directly on citizens’ ability to
function in society without going through
the military, and without the military being
able to interpose itself between those bad
guys and our citizens (figure 22). This is
true whether you take IW out and you talk
about terrorism, or economic warfare, or
cultural warfare, or all sorts of potentially
new forms of influencing society or taking
away their appetite for intervening in



Figure 22
Strategic IW Attacks

another part of the world or all sorts of
things. You have a situation where people
can attack in ways that were just not possi-
ble in the past.

Student: An episode that [ lived through
last year was that an e-mail was sent that
eventually made its way to Scott Air Force
Base. It was an e-mail chain letter: “This
little girl will be saved because we’re going
to collect so many cents from everyone
who receives this e-mail. Please send it to
your 10 nearest friends.” That thing floated
around within the whole infrastructure of
the country, and didn’t cause too much
trouble, but it struck a sympathetic chord at
Scott Air Force Base, and everyone sent 10
copies to their friends. Within 30 minutes,
millions of copies of the letter completely
shut down all the information systems on
the base. They had a very complex security
system with lots of guards, but the weak
point was the people’s sympathy for the lit-
tle girl.

Alberts: There are other stories like that.
There was one, I think it was with a
beeper, where they had a problem with one
of the codes, and they assigned this person
a special number or something, and it also
mushroomed and got out of hand. So far
these events have been localized and rela-
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tively harmless. The Internet’s been shut
down on a worm, and that’s extraordinarily
vulnerable. You're all aware of some of the
IW attacks in The Cuckoo’s Egg'' and all
that, right? You're also aware that Harvard
18 one of the favorite places for people to
use as a way station on their way to de-
struction, and that’s because universities
are open places. They don’t read your mail.
They don’t check your identity. Have they
changed? When you log on is there now a
banner that says they can monitor your ac-
tivities and that they reserve the right to see
what you’re doing and read your stuff? No,
I doubt it.

Anyway, recognizing that there’s a
threat topology that’s not well understood,
I drew this. I said, “I’'m going to start with
this blob (figure 23), and I’'m going to try
to see if I make any sense of it. What I'm
going to do is try to segregate the world as
a function of the seriousness and the con-
sequences.”

I segregated the threat world into three
parts (figure 24). Here is all this everyday
stuff, and that’s what we’ve been talking
about. It happens. It’s the cost of doing
business in the information age. We’ll

' Clifford P. Stoll, The Cuckoo’s Egg: Inside the
World of Computer Espionage. New York: Dou-
bleday, 1989.
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Threat Topology - 2

work it out. This strategic part we’re also
working on. We’re willing to pay an enor-
mous price here to make sure that nobody
messes around with our authorizations to
release nuclear weapons. No hacker is go-
ing to get into that, I can assure you. On the
other hand, we’re going to spend a lot of
money making sure of that, and that system
is going to have very limited functionality.
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It’s not going to do all the wonderful things
that people would like it to do because it’s
spending all its resources on making sure
that that is authenticated, accurate, robust,
and reliable.

People were talking about a thing called
the MEECN, the Minimum Essential Emer-
gency Communication Network, back in
1962 when we were all afraid that the




world was coming to an end with our con-
frontation with the Soviet Union. But they
also wanted to create something that today
might be called the minimum essential NII
(national information infrastructure), or
something like that. That’s a ludicrous idea,
but people wanted to do that. The reason
it’s ludicrous is the same reason it was kind
of crazy to have two communications sys-
tems in Russia. One quickly becomes out-
moded and outdated and out of synch with
what’s going on in the real world, and then
there’s this membrane of information. We
have all the good, real-time stuff over here,
and then you have this other thing, which is
too narrow to carry everything you want.
It’s very robust, but it doesn’t have the
functionality to do the job. So that’s proba-
bly not going to happen.

In any event, there’s the middle area
that I'm really concerned about, which I
call “potentially strategic.” That’s the area
we don’t understand at all. It’s the notion
that if you have three things happen acci-
dentally in close proximity, will they cas-
cade in such a way as to cause significant
outages, loss of service, screw-ups, or
economic disruption, and can that happen
by some planned attack? You can conceive
of an attack that hits two or three different
infrastructures in ways that come together
to paralyze a given area, whether it’s a port
that’s going to send troops abroad or

something else, and does so in a way that
the attack will not even be noticed by each
of the individual infrastructures. Obvi-
ously, we don’t understand that the real
question is: Do we admit that’s a possibil-
ity, and is it worth doing something, like
thinking about it?

What makes this really tough is that
there are lots of attacks that cut across these
boundaries, and change in nature, either
purposely or incidentally (figure 25). You
can have a guy who started out just to be a
hacker and ends up causing some real
problems, or, as I said before, you have at
the other end somebody who is able to or-
chestrate things that come together and
cause problems. You have the same thing
in terms of the economy. Economic warfare
is perhaps really what we’ll be thinking
about in the 21st century.

To make matters worse, this whole
thing is not a stable situation (figure 26).
Every time all these people all over the
world attack these systems—and this goes
on every day—they’re learning something.
Right now, 5 percent of these attacks get
noticed; at least that’s what the statistics
show. That means 95 percent of the time
they’re getting away with it, and 5 percent
of the time, they know that they’re either
being noticed or prevented from doing it.
So they’re gaining information 100 percent
of the time. We're only gaining information
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fun and profit

Figure 25
Threat Topology — 3
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Threat Dynamics

5 percent of the time, so we’re at a disad-
vantage on the defensive side. They pick
the time of the attack, the place of the at-
tack, the nature of the attack, the technique
of the attack, and we’re just trying to juggle
stuff. Obviously, this is something that’s
going to be around for a long time, and in-
herently the offense has the edge. If the de-
fense wants to take the edge, they do that
by severely reducing the functionality of the
system and hence its utility.

The problem for the intelligence com-
munity is that there is a weak mapping be-
tween organization and threat (figure 27).
First of all, the source of the attack can be
almost anywhere. We usually can’t find
that out until months later. When you get
attacked, it’s hard to know who it is. Sec-
ond of all, even if you figure out where it’s
coming from, you don’t really know why
that person is doing it or what the connec-
tions are. So, it could be one kind of attack,
or it could be another. So that’s a problem.

We talked about this before: the value
of the attack is a nonlinear function. A thing
that only causes $1 million worth of dam-
age In real terms could have psychological
impacts that go far beyond that and cause
us all sorts of havoc in the future. If we
can’t rely on our ability to deploy forces,
boy, that really puts a crimp in our foreign
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policy! If we can’t rely on the public’s sup-
port for a given operation because of all
sorts of things, that puts a crimp in our for-
eign policy. If we can’t ensure that our in-
tellectual property is protected, that creates
all sorts of problems.

The really interesting thing is when
you’re young, you learn that you solve
problems by identifying the objective func-
tions, the uncontrollable variables, and the
controllable variables, and then you con-
centrate on manipulating the controllable
variables. Well, all of the things we want to

Weak threat/organizational mapping

Value is a nonlinear function of
outcome.

Key variables are either uncontrollable
or only partially controllable {e.g.,
technology).

Trends in system design and
acquisition are exacerbating the
problem.

Figure 27
IW-D Considerations




control are not in our control. That creates
problems, and every trend that we notice in
system design and acquisition works
against us. I'1l just talk about that a little bit,
and then, given the time, I think I will
move to another subject.

More information and more access eve-
rywhere is a good thing (figure 28). It
helps us do our jobs better and be more ef-
fective. A counter to that is it makes us
more vulnerable. If we separate information
flow from the chain of command, we’ve
got real problems. How do we know
what’s happened? How do we know it’s
accurate?

+ Current Trends

— Increased amounts of information and
access provided

|

Separation of information flows from
chain of command

Emphasis on reach-back
Fused and synthesized presentations
Increased reliance on COTS

|

Figure 28
System Design and Acquisition

There’s an emphasis on reach-back—
the concept that we in the field can go back
anywhere in the world in this global grid of
information and get the information we
need. How the hell do we know that it’s
really coming from where we thought it
was, and again, whether it’s really valid?

We talked about fused presentations.

COTS (commercial off-the-shelf
[technology]) is an example of buying criti-
cal defense stuff built by people we don’t
even know. We don’t even know what’s in
it. I can assure you that in every COTS
program there are things that only the de-
velopers know, because they need to be
able to do maintenance on these things and
test things out. There’s no way for us even
to test the stuff today, or to ensure that
there is nothing in there that would be of
concern to us.
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Just one more thing on this subject: this
is going to be around a long, long time
(figure 29). I would bet that in 20 years
people are still going to be talking about
this, just the way they’re still going to be
talking about drugs and crime and disease.
So, we're going to learn to live with it.
We’re going to make adjustments. We're
going to pay some price, but our behavior
is going to evolve until there is a balance
among all of those. But that’s going to take
time, and you certainly don’t want to be on
the wrong end of that.

« Defending against information attacks
will resamble efforts to combat disease,
drugs, and crime.

— Solution requires broad-based
involvement and collaboration

— Likely to be under-resourced

- Interactive cycles of advances in
offense/defense

- Crises will wax and wane

— Adjustments made to accommodate
levels of “pain”

— Natural tensions (e.g., enforcement, civil
liberties)

« A perfect defense is unattainable. There
will be “leakage.”

— This analogy extends far beyond digital
war to other forms of information age
“wartfare,” e.g., biological, chemical,
environmental.

Figure 29
Analogies and Realitias

Let me move right ahead. I have an ap-
proach laid out in the Defensive Informa-
tion Warfare'® book that talks about the
nature of the problem being both a private
sector and a public sector one, so there are
the differences of perspectives. There’s the
issue that this is not a national security
problem alone. We in the national security
community don’t have the tools actually to
fix this problem without the cooperation of
the private sector, or even without interna-

7 See note 3.



tional cooperation. So it’s a whole bunch of
interesting challenges. -

In the next five minutes, I just want to
take a look at what the information age has
to say for the Defense Department (figure
30). If I had to pick one thing that I would
like to see the Defense Department become,
it’s agile. And if there’s one thing it’s not,
it’s agile. There’s a lot of work to be done.

+ In the final analysis, success in the
information age will go to the agile.

» Transtorming DOD into an agile
information age organization
involves:

— An information age vision and mindset

- Moving beyond past successes and
embracing the challenges inherent in
the new faces of war

— Meeting the challenges of change
-~ A new basis for long-range planning

Figure 30
An Information Age DOD

I won’t mention names, but I was at a
meeting where somebody was giving a talk
about new forms of organization in the pri-
vate sector and the information age. He
said, “If a corporation is not able to make a
major change in its strategic objectives in
three months or less, it will be out of busi-
ness.” A ranking DOD official said, “I
guess we’re going to be out of business.”
Another DOD official said, “But it will be a
decade before we realize it.” There is some
truth in that.

I think one of you guys is off to a con-
sulting firm that’s going to be helping or-
ganizations in their strategic planning and
things like that, and I’'m sure that one of the
subjects that organizations are going to fo-
cus on is: “We can’t predict the future; no-
body can. But we might be able to recog-
nize it as it unfolds before our very eyes,
and if we can, maybe we can organize our-
selves and have our personnel develop-
ment, training, and culture be such that we
can be agile and adapt to the changes.”
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In a book that’s coming out next month
on complexity, national security, and global
politics (or the other way around) there is a
piece by Maxfield that came out of a con-
ference I sponsored in November.'* The
two of us spent a lot of time talking about
what you need to do to make organizations
agile. When you think of all the things you
need to do, and you think of government
bureaucracies, you realize that it’s really a
daunting task. It’s going to take people like
you actually to do it. Within the organiza-
tion you have to sort of come to some self-
recognition that business as usual is not
going to happen, and somehow work that
through. That’s the notion of the right
mindset.

There are things that institutionally in-
hibit us from doing this. The whole notion,
of course, is to start to concentrate on in-
formation as the most valuable resource that
you have.

Student: Not human beings; information?

Alberts: Information is obviously useless
without people. The human’s ability to un-
derstand and process that stuff is what
you’re supposed to foster, and that’s how
you empower the organization. You don’t
necessarily do it with tanks and planes and
guns and things like that. You give them
the freedom to do what makes sense.
That’s number one. There are never any
perfect things.

But basically, you’re focusing attention
on information (figure 30). If you think
about the world, basically you have sen-
sors, and you have what we call shooters in
the military. These are the guys who make
it happen, whether they’re the people on the
trading floor of the stock exchange, or the
people producing the cars in factories, or
whatnot. These are the people who are en-
gaged in actually turning resources into
products. In the “sensors”™ category are the
people who recognize what products need

" David S. Alberts and Thomas J. Czerwinski,
eds., Complexity, Global Politics, and National
Security. Washington, DC: National Defense Uni-
versity Press, 1997.



to be produced, where they need to go, and
what the resources are.

The link between those two is really the
critical one. What these sensors people are
doing is taking the information and sorting
through it and putting it in a form so that
these shooters guys can use it. If you take
the example that in World War II it took
9,000 bombs to take out a 100-foot-square
building, and by the time we got to Desert
Storm it took one bomb, the only real dif-
ference between that one bomb and the
9,000 is information. That’s why I said that
we need to focus our attention on informa-
tion.

We’ve had these discussions. The last
one I had was about where quality of life
comes into all this. To me, quality of life
depends on having a job that you can actu-
ally do and being given the tools that you
need to do it. Of course, getting paid also
helps.

This chart says more about agility, and
sort of talks about the institutional barriers
(figure 31). You can either feed somebody
or teach him how to grow his own food,
and the same thing is true in this institu-
tional frame. I can come up with the answer
for the next 5 years; if I'm really brilliant,
the next 10 years (I'm not saying I know
how to do this); but if I taught the organi-
zation how to be agile, then I will have
done something that will hopefully last
them forever.

The way to do that in a huge bureauc-
racy like DOD is to identify those barriers
to change and break them down, and let the
people who live in that organization, who
will occupy it in succeeding generations,
have more and more opportunity to do what
makes sense. That’s the way I see it.

Oettinger: Before you take it away,
MTR/RMA ... ?

Alberts: The MTR (actually I believe the
Russians coined that) is the military techni-
cal revolution, and that’s really what we
had in Desert Storm. That was not an
RMA, by any stretch of the imagination.
RMA is Revolution in Military Affairs, and
it presumes that you actually change the

204

» Point prediction in the information age
will be a fool’s game due to increased
complexity and chaotic behaviors.

— Developing the ability to accommodate
change and the expected will more than
compensate for losses in predictability.

» Institutional barriers must be removed

for DOD to deal with change
successiully.

— Permit the current MTR of combat to
become a full RMA {perfection of
traditional combat)

— Allow DOD to meet the challenges of
the new faces of war (RSA)
+ Unintended consequences always
accompany change.

— DOD must avoid pitfalls and seize the
opportunities.

Figure 31
Meeting the Challenges of Change

way you do business.'* Then there’s a
thing called revolution in security affairs
(RSA), which says that you really have a
fundamental change: the armies of the past
are gone, and we’re worried about all these
other things. We’re worried about elec-
trons. We’re not worried about tanks.

So, with that, I'll take any question on
any subject for the next six minutes. I
wanted to give you a chance to sort of have
a dialogue.

Oettinger: What do you ask of an ency-
clopedia?

Student: Can you just help me understand
the different systems of infrastructure? You
said “power system” and “strategic sys-
tem.” Can you elaborate on that?

Alberts: The infrastructures that the presi-
dential commission is working on—and
this isn’t necessarily in their words, but in
mine—are that you have the power grid,

' See Colonel Allard’s presentation in this vol-
ume.



electricity. You have energy, which is oil
and gas pipelines. You have emergency
services, which are basically, I think, de-
fined as police, fire, rescue, those kinds of
things. You have transportation: railways,
airlines, mass transit, highways. You have
information infrastructure and telecommu-
nications infrastructure. The news media
and all that kind of get thrown in. These are
the things that a society provides as a sort
of fundamental foundation upon which
other activities—Ilife, liberty, and the pur-
suit of happiness—take place. I forgot to
mention the financial institutions: banks and
stock exchange and commodity exchange
and all that kind of stuff. It’s always easy
to forget one or more of those. But the
commission is looking at them.

Oettinger: For those of you who are in-
terested, that Executive Order 13010 is not
classified. You can reach it through the
White House.

Alberts: I'm sure they have a home page.

Student: Yes, it’s www.pccip.gov.
They’re actually holding public meetings,
and the public meeting for the commission
in Boston is on the sixth of June.

Alberts: There you go. There are 10 com-
missioners, one from each of many differ-
ent government agencies. They have 10
whom they’re getting or have gotten now
from the private sector. People give up their
job at AT&T or some other organization
and sit on this thing for a year.

It will be interesting. Obviously,
they’re not going to solve the problem, but
I think they’re going to try to get a handle
on a consensus view of the nature of the
problem and recommend some government
mechanisms and some relationships be-
tween the public and private sectors to
work together to sort this thing out.

Student: I have another question. You
had mentioned earlier that the information
systems that are currently in place are very
vulnerable to information attacks, and 95
percent of those will go undetected. Isn’t
that kind of overstating it a bit? I think that
the percentage of detection has a lot to do
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with the severity of the attack. Attacks that
are very severe tend to get a lot of immedi-
ate attention from systems administrators
and so on. For example, the Internet Worm
of 1988 was a denial of service attack. You
couldn’t use your service, and Internet
service administrators called each other
across the country and were able to get
things contained within a reasonable
amount of time. It wasn’t as though it pro-
liferated unstoppably.

Alberts: You're right. There is the nature
of the attack. Many attacks that would have
significant national security implications are
not denial of service or destruction attacks.
They’re compromise of information at-
tacks, and those are the most difficult to as-
certain. How do you know someone
looked at your data? Unless it is really ob-
vious, how do you know that someone
didn’t change it? That change might affect
something that you don’t know until much
later, and then how do you trace it back to
that information attack?

So, on the one hand, you’re right. It’s a
function of the nature of the attack. On the
other hand, there are probing attacks where
people are trying to learn what they can do
and what they can’t do in preparation for a
real attack, and if those are not detected,
then you don’t have any warning. Statistics
show that if you go out and red-team an-
other system, if you’re anywhere near
good, they’re not even going to know it.
That’s a scary thing, because if we can do
it, certainly other people can do it. The idea
that somehow we’re more technologically
advanced and sophisticated than everybody
in the world is sort of a nice notion, [
guess, but given the nature of this educa-
tional institution and all the others, it seems
to me that everybody’s got access to a lot of
bright people.

Willie Sutton once said, when asked
why he robs banks, “That’s where the
money is.” Information is where national
security is going to be. It’s not there yet,
but in the next X years, that’s where it’s
going to be. If I know that, then I'm inter-
ested in doing something about it before it’s
too late. It would be nice if we thought this
thing through, and were prepared for this.



Oettinger: On that note, we are grateful Alberts: Thank you very much. I will
for your timely warning, and lest we make treasure this.

you too late for your airplane, we now

thank you. We have for you a small token

of our large appreciation. We really appre-

ciate your coming.
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